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 Social networking platforms like, Twitter, Face book etc., have now 

emerged as a major forum for the application of Recommended Systems 

(RSs). Of course these famous sites are taken as the main source of people-

related knowledge and thus to be a great choice for exploiting modern and 

creative approaches to the recommendation, backing the old methods, in 

order to improve accuracy It was thought that helping users cope with the 

issue of data overload was the original role of information retrieval systems 

or search engines, but what separates recommended systems from  the 

existing search engines is the requirements of personalized useful and 

interesting. The "intelligence" aspect is what suggests more interesting and 

useful. Intelligence is one of the main routes of personalization to know the 

interests of the user, anticipate the unknown favorites of the user, and 

eventually provide suggestions by matching the question and the content 

beyond a basic search. This article provides simple approaches to 

Recommendation Systems, provides recommendation for similar items 

based on the correlation and classification methods of machine learning to 

build a collaborative filtering system by making use of Logistic Regression 

model. 
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1. INTRODUCTION  

The main objective of RS is to figure out as well as to recommend or suggest items that a user is 

very much interested in [1].  There are various examples of recommendation engines available like Amazon, 

Netflix, and Apple music. Recommendation systems are used for product recommendations such as Amazon 

and Etsy, in Netflix RS is used for movie recommendations, if we are music lovers then Apple music uses its 

recommendation system for music recommendations and there are social recommendation systems like face 

book, Instagram and LinkedIn [2-4]. 

Collaborative filtering systems recommend items based on crowdsourced information about users’ 

preferences for items. There are two approaches in collaborative filtering approach [5-8]. They are a) user-

based b) Item based collaborative filtering.  

1.1 Item-based RS 

The figure 1 shows Item based Collaborative filtering method. When we go to e-commerce web 

sites, we see items recommended to us are items that people who like these items also liked these items like 

a. b or c product. Item based approach generates recommendations based on the similarities between items 

https://www.ijitra.com/
https://creativecommons.org/licenses/by-sa/4.0/


                                                 Int. J. of IT, Research & Applications  

 

Int. J. of IT, Research & Applications, Vol. 1, No. 2, August 2022: 9-15  10 

 

with respect to user ratings about those items [9-13]. In figure 1, it is clearly shown that user B and user D 

bot have high   ratings that is 4 stars to the cell phone and the cell phone case. The user A also likes the cell 

phone, so based on the similarities between user B and user D, let us recommend call phone case also to user 

A. 

 

Figure 1: Item-based RS 

1.2 User-based Recommendation Systems 

The user-based Recommendation systems recommend items depending on similarities between the 

users [14-16]. For example, in e-commerce web site, recommended item to purchase, the recommendation 

will come in terms of customers who have similarities of a, b or c products. In table1, four different users 

along with their age, net worth of life insurance policy and marital status is given. 

 

User Age Net worth ($) Marital Status 

User A 32 35,000 Divorced 

User B 64 260,000 Married 

User C 20 6,000 Single 

User D 70 135,000 Married 

Table 1: User-based recommendation System along with user ratings 

 

If we observe in table 1 with respect to age, net worth and marital status, user B and D are 

quantitatively most similar. Based on known user attributes, we know that user B is like user D. User D really 

likes his life insurance policy, so let us recommend it to user B. This is an example for how user-based 

recommendation system may work. 

Content-based Collaborative recommenders recommend the items based on the features as well as 

how similarities are to those features to other items in the data set [17-20]. Consider the data set shown in 

table2. 

 

City Name Average Temperature 

(F) in winter 

Average cost of 

Living($) 

Average Wi-Fi 

Speed(MBPS) 

John, Texas 65.2 2102 175 

Nick, Washington 50.7 3456 50 

Table 2: Content-based Collaborative recommender system 

 

From Table 2, we can observe that John and Abraham are more like one another compared to Nick 

of Washington. So, we can conclude that the user who loves Abraham also loves John based on the 

similarities between temperature, cost of living and Wi-Fi speed at both the places. 
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2. POPULARITY-BASED RECOMMENDER SUSTEMS 

Popularity-based recommenders are very primitive type of Collaborative filtering where items are 

suggested based on how popular these items among others [21-24]. In table 3, place represents the item that 

we are recommending, and we are going to take the no of ratings given for each place. 

 

User Place Rating  

 User A Place 1 10 

 User B Place 1 8 

User C Place 2 8 

User D Place 2 7 

User E Place 1 8 

User F Place 1 7 

User G Place 1 10 

Table 3: Popularity-based Recommender 

 

 

 

 

 

 

 

 

The place which has more ratings is more popular. Here place 1 has more ratings compared to place 

2, so place 1 is taken as most popular. Hence, we make Popularity-based recommendation system as place 1 

for the users over place 2[25-26]. The logic is very simple. Based on the crowd in the place, it is chosen as 

more popular. SO, based on popularity place 1 is recommended than place 2. Some of the facts on 

popularity-based recommenders are listed below. 

• Rely on purchase history data 

• Are often used by online news site 

One drawback of popularity-based Recommender systems is that they cannot produce personalized 

results, this is because they do not consider the user data into account. 

 

3. CORRELATION-BASED RECOMMENDER SYSTEMS 

This uses Pearson’s r correlation to recommend an item that is most like the item a user has already 

chosen [27-30]. These correlation-based recommender systems use item-based similarity, like how correlated 

two items are based on users’ ratings. Pearson correlation Coefficient is denoting as r. 

• r=1  → Strong +ve Linear relationship among two variables 

• r=0  → not linearly correlated 

• r=-1 → Strong -ve Linear relationship among two variables 

Correlation-based Recommender Systems recommend items based on how well it correlates with 

other items with respect to user ratings [31-34]. 

 

 

Figure 2: Correlation-based Recommender Systems 

Place Rating Count 

Place 1 5 

Place 2 2 



                                                 Int. J. of IT, Research & Applications  

 

Int. J. of IT, Research & Applications, Vol. 1, No. 2, August 2022: 9-15  12 

 

User D has reviewed and given 4 stars to camera. Let us observe who else reviewed camera. User A, 

B and C also reviewed camera. Taking a closer look, look at the ratings each user has given. User A has 

given 4 stars, user B has given 4 stars and user C has given 2.5 stars. Based on correlation between user 

ratings, we say that ratings of user A and B are almost like or highly correlated with that of user D. Let us 

take one more example where in user A and B liked the item. User A and B have given good rating to the 

printer. Based on how well user A’s and user B’s reviewed scores correlate with user D review scores of the 

camera, we recommend the camera to user D as well. 

 

4. CLASSIFICATION-BASED RECOMMENDER SYSTEMS 

Classification-based Collaborative Filtering is powered by Logistic Regression and Naïve based 

classification [13]. Logistic regression is a very simple ML method using which we can predict the value of a 

numeric categorical variable based on its relationship with predictor variables [35-36]. One of the awesome 

features of classification-based recommenders is that they can make personalized recommendations, since 

these recommenders consider the user attributes, purchase history data and contextual data. 

 

 
Figure 3: Classification-based Recommender system 

 

For example, if it comes user attributes data, the data set might define key characteristics of user that 

purchased and did not purchased in the past. For purchase history these data sets describe what purchases 

users have made and not made in the past [37,38]. We can even think this as a type of transactional historical 

data. The third type of data it can accommodate is contextual data. By using contextual features, it is possible 

to break recommendation into unique segments based on things like hours, seasons or user browser history 

that is tracked by cookies. 

Let us take an example of how to make Recommendation system by using logistic regression as a 

classifier. Consider an example shown in the figure 4. Imagine there is marketing data scientist for a bank. 

He needs to decide if one of his existing customer or clients is s good candidate to offer the scheme of special 

term deposit that is currently running by the bank. The representative of the bank definitely will reach out to 

the client and make him the offer. He uses logistic regression (LR) as a classifier to recommend the offer to 

the client. Say the client is Mr. John. Mr. John is single, divorced person, who works in management and is 

not in credit default. He does not have home loans or any personal loans.  

 

Figure 4: A Logistic Regression Recommender 

 

When we train out logistic regression classifier, we are directed to represent transaction history as 

well as user attribute data. The history data set of transaction provides very simple attributes on users who 

have either converted or not converted in the past marketing approach. We also make use of user attribute 

data set to provide rich description of user who has converted or did not convert in the past. Based on this 

data, the logistic regression as a classifier will recommend whether to include the client in the marketing 
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initiative. If the model predicts that he will subscribe to the termed deposit upon marketing contract, include 

the initiative. If the model predicts that he will subscribe, then he should not be contacted with the marketing 

offer. 
 

5. EVALUATION OF RECOMMENDER SYSTEMS 

In order to see how reliable our models are, we have to measure the quality of the predictions that 

the recommendation systems make [15]. There are several metrics used for the measurement. Precision is 

measure of model relevancy. It is shown in equation 1.  

 

  Precision=
 number of items that I liked that were also recommended to me 

number of items that were recommended
             (1) 

Precision is the number of items that I liked that were also recommended to me out of the number of 

items that were recommended. For example if a system recommended 8 items out of four items we liked, 

then system would have achieved 50 % precision.  

Another important metric is recall. Recall is a measure of model’s completeness. Recall is shown in equation 

  

                           𝑟𝑒𝑐𝑎𝑙𝑙 =
 number of items that I liked that were also recommended to me 

number of items that I liked
                       (2) 

Recall is the count of items liked by me that were also recommended to me out of the total items 

number that I liked. In other words, how completely the recommender system predicts the items I liked? As 

an example, if the system recommended 8 items out of 10 items I liked, the system would have achieved 80% 

completion or 80% recall. 

 

6. CONCLUSION 

It will always be very difficult and challenging job to make a choice between various choices based 

on tremendous amount of data available online. Recommendation systems (RS) through online definitely 

help us to solve these issues. RSs incorporate effective information extraction and filtering processes to do 

their job competently and accurately. In this article, we have discussed two different types of Collaborative 

filtering recommendation systems with examples and an insight towards popularity-based recommendation 

systems. This paper also presents classification-based collaborative filtering using a machine learning 

algorithm namely Linear Regression. Finally, the different metrics for evaluating the recommendation 

systems are discussed. The first metric precision is used to measure how relevance the recommendations that 

were made, the second metric recall is used to measure the completeness of the model, that is, how 

completely the recommender system predicts the items that are being liked. 
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