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ABSTRACT
To reduce failure and personalize instruction, educators work to predict student achievement. For this objective, this study compared several categorization techniques. The study investigated techniques employing datasets from Portuguese schools, even though various circumstances make it difficult to gather full data and achieve high accuracy. Upon evaluating the various algorithms, including Random Forest and Decision Trees, the study determined that Random Forest was the most successful model, attaining a 94.55% accuracy rate. This demonstrates how machine learning—especially, Random Forest—could forecast student achievement. The study opens the door for applying these techniques to early interventions and personalized learning. But more work needs to be done, such as creating publicly accessible educational datasets and investigating different strategies like regression algorithms to manage the nuances of grading systems more effectively.
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1. Introduction:

The education system holds a vital position in the success of individuals and the progress of society. To keep up with the changing demands and rapid technological advancements, education has experienced significant growth. This growth includes a diverse range of subjects and the integration of online courses alongside traditional learning methods. With the emergence of the COVID-19 pandemic, the shift towards online education was expedited, impacting an astonishing number of students around the world. Specifically, more than 1.3 billion students experienced a profound effect due to the transition to remote learning. This transformation was particularly noticeable in the United States, where an impressive 11.2 million students, accounting for roughly 60% of all college students, actively participated in online courses throughout the year 2021 [1].

In contrast to traditional in-person instruction, educators who teach online face limitations in receiving immediate feedback from their students. For example, they are unable to establish direct eye contact, which plays a crucial role in gauging student understanding and engagement. This divergence between the online and offline educational settings has a substantial impact on a teacher's instructional capabilities. To overcome these challenges and ensure effective teaching, educators must employ a range of innovative pedagogical resources that are specifically tailored to the online educational milieu. By incorporating interactive virtual
tools, real-time assessments, and collaborative learning platforms, online educators can create a dynamic and engaging learning environment that fosters active student participation and facilitates meaningful feedback exchange. This integration of technology and pedagogy allows for personalized instruction, adaptive learning approaches, and equips educators with the necessary tools to effectively deliver curriculum content online. As the online education landscape continues to evolve, it is vital for educators to embrace these innovative methods to optimize teaching effectiveness and ensure student success in the virtual classroom [2].

Data Mining (DM) is the examination and modeling of data to uncover valuable information. It integrates computational techniques like Machine Learning (ML) to discover overlooked insights. In education, DM applied to educational databases is known as Educational Data Mining (EDM). Within EDM, student performance prediction predicts performance based on various factors. By accurately predicting performance, teachers can adjust their plans to prevent failures and tailor their approach to each student's circumstances [3]. Practically speaking, despite the vast quantity of educational data available globally, educators often face numerous challenges when it comes to acquiring access to comprehensive educational datasets. The diverse and unique course configurations implemented by different schools pose a significant obstacle in the process of consolidating datasets from various educational institutions. Moreover, as student information is highly sensitive, these datasets are usually inaccessible to individuals from external sources or organizations. Consequently, the limited accessibility to these datasets significantly hampers the effectiveness of data mining techniques, especially those that heavily rely on large datasets, such as neural networks (NNs). In such circumstances, the ability to leverage the full potential of NNs becomes severely constrained, hindering their ability to generate accurate insights and optimal outcomes. Therefore, it is crucial to devise innovative strategies that address these barriers and facilitate the seamless acquisition and utilization of extensive educational datasets, enabling educators to unlock the true power of data-driven approaches in enhancing the quality of education [4].

In 2008, Paulo Cortez conducted a study using data mining techniques to forecast academic performance in Portuguese and Mathematics for secondary school students [5]. Portugal was struggling with high student failure and dropouts, similar to other countries with limited educational resources. The study used Logistic Regression, Decision Trees, K-nearest Neighbor and Random Forests to predict student performance on a 2-level grading scale (pass/fail). This research improves predictions on the 2-level scale by using classification method and shows the potential of using synthetic educational data to overcome limited dataset volumes.

2. Literature Review

Educators highly value educational databases, comparing them to precious gold mines. They wholeheartedly embrace and eagerly delve into data mining techniques, relentlessly striving to unearth hidden connections, and attain an even more profound comprehension. This intricate process, known as educational data mining, emerged during the remarkable technological advancements of the 1990s, coinciding precisely with the advent of online courses. Since then, educators have tirelessly explored and harnessed the immeasurable potential lying within these databases, fueling their passion for knowledge and propelling innovation in the educational arena [6]. In the field of Educational Data Mining (EDM), researchers employ a wide array of methodologies stemming from various disciplines. These methodologies encompass, but are not limited to, the implementation of machine learning techniques, statistical analyses, psycho-pedagogical approaches, information retrieval methods, cognitive psychology principles, and recommendation systems. Through the integration of these diverse strategies, researchers are able to gain comprehensive insights and drive advancements in the field of EDM [7].

A study in Singapore has developed a new scoring method called Scoring Based on Associations to predict student success. This innovative approach uses association rules to identify suitable courses for each student, optimizing their chances for success. These advancements in education offer hope and a personalized approach to nurturing young minds [8]. Various data mining techniques, such as clustering, neural networks (NN), and decision trees (DT), have been extensively employed in the research to categorize students, identify potential transfer candidates, and enhance financial effectiveness. In his study, Varun expertly utilizes GritNet, a cutting-edge algorithm, to anticipate and predict the academic performance and achievements of students, paving the way for valuable insights and targeted interventions that can foster educational success.

and growth. By leveraging these advanced techniques, researchers are able to unlock the hidden potential within educational datasets, paving the way for innovative solutions that guarantee a brighter future for students across the globe [9].

The research utilizes embedded student learning activity sequences as the input. Through the automated processing of this data using GritNet, the study aims to reduce the size of the data's features by excluding inadequate data factors. According to the findings presented in the research, GritNet is anticipated to offer a benefit by providing a metric that is both quickly adaptable and accurate in estimating long-term student outcomes. This, in turn, can enhance the efficiency of providing feedback on student performance. To model student learning behavior, Chris's research employs a Recurrent Neural Network (RNN) on the Khan Academy Database [10]. Recurrent neural networks (RNN) excel in maintaining continuity and demonstrate higher effectiveness compared to non-neural network approaches. In the domain of student modeling, RNN outperforms Bayesian knowledge tracing by a considerable 25% margin in AUC scoring. Nevertheless, it is worth noting that the majority of research efforts in forecasting student performance primarily focus on binary classification [11].

There has been a significant and apparent decline in the overall performance of classification algorithms as the number of performance levels that need to be accurately predicted has substantially increased. Currently, the prediction accuracy of these algorithms stands at approximately 52%, which is noticeably lower than what research has demonstrated. According to extensive studies and analysis, it has been found that classification algorithms are able to achieve an impressive accuracy rate of around 65% when dealing with a 5-level classification system. This notable difference in accuracy showcases the difficulty and challenges faced by these algorithms when confronted with a larger number of performance levels to predict [12].

Educational data mining lacks a widely used public dataset like CIFAR-10 in AI research, which poses a challenge in this field. The educational databases available vary in their characteristics, and access to them is often limited due to the sensitive information they contain. This limitation in accessibility and the small dataset sizes further hinder the effective application of data mining techniques to analyze and derive insights from student data. Consequently, the development of a comprehensive and publicly accessible dataset specifically designed for educational data mining is crucial for advancing research and innovation in this domain. Such a dataset would not only facilitate the exploration and evaluation of existing techniques but also pave the way for the development of new methodologies and models that can uncover valuable patterns and trends in educational data, ultimately leading to more informed decision-making and improved educational outcomes for students worldwide [13].

When it comes to grading, prediction accuracy of student performance is often unsatisfactory. Most schools don't use pass/fail grading, as students need more than just a passing grade for higher education or good jobs. The classification approach used fails to preserve the ranking relationship between grades. This study aims to overcome these difficulties by using regression algorithms to focus on the grading system's ranking relationship. This research also showcases data-generating methods using an educational dataset [14].

3. Research Methods

This study expands upon the previous research conducted by Paulo Cortez and utilizes the identical datasets. This segment provides an introduction to the dataset, elaborates on the methods employed in this experiment, and examines the results of the experiment.

3.1. Datasets

The data for this study was collected from two secondary schools in Portugal. The datasets consist of a mathematics performance dataset with 395 pieces of student data and a Portuguese performance dataset with 649 pieces of student data. Each dataset contains 33 features, including 3 grades from 3 periods of a semester and 30 data points of personal information such as school, age, gender, and family education. The baseline predictor used by Paulo Cortez was a naive predictor. In addition to the naive predictor, the research also utilized Logistic Regression, Decision Trees, K-nearest Neighbor and Random Forests methods to predict a student's final performance based on the collected data.
3.2. Approaches

Feature engineering involves the creation of new features or the modification of existing ones in order to improve the predictive capability of a model. For example, generating a variable that captures the average number of hours a student studies each week or determining a student's performance trend over time can yield valuable insights. The objective is to uncover significant information from the data that may not be readily apparent in its original state. Below figure 1 shows the how classifications model applying this work.

![Diagram of Student Performances prediction with Machine Learning Process]

**Figure 1:** Student Performances prediction with Machine Learning Process.

When constructing a model to forecast student performance, the critical decision of choosing the appropriate classification algorithm holds immense significance. Frequently, well-known algorithms such as Logistic Regression, Decision Trees, K-nearest Neighbor and Random Forests are employed for this purpose. The selection of the algorithm heavily depends on the unique characteristics of the dataset and the specific objectives of the prediction task. It is essential for the model to possess the capability to successfully handle both binary classification, such as predicting pass or fail outcomes, as well as multiclass classification.

In the training process, the algorithm is provided with labeled data, allowing it to comprehend patterns and relationships between attributes and the desired outcome, such as student performance. The model learns by repeatedly adjusting its parameters to minimize the difference between predicted and actual results. Usually, a loss function like cross-entropy is used to steer this process for classification problems.

Post-training, the model's ability to accurately categorize students based on their performance is gauged by employing an independent dataset, which remains unseen during the training process. This dataset, commonly
referred to as the validation or test set, plays a crucial role in evaluating the model's performance and is essential in measuring its competence. During this evaluation, a variety of metrics are used to assess the model's performance. These metrics include accuracy, precision, recall, and the F1 score. Accuracy measures the overall correctness of the model's predictions, while precision determines the proportion of true positive predictions out of all positive predictions. Recall, on the other hand, calculates the proportion of true positive predictions out of all actual positive instances. Lastly, the F1 score combines both precision and recall to provide an overall measure of the model's effectiveness. By utilizing these metrics, one can gain insights into the model's effectiveness in accurately categorizing students. Additionally, these evaluation metrics allow for the identification of any trade-offs that may exist between different types of errors. This comprehensive evaluation process ensures the model's competence and provides valuable information for further improvements and refinements.

Understanding the factors that influence the predictions of the model is essential for practical application. Techniques such as feature importance analysis, SHAP values, and other interpretability methods can provide valuable insights into the contributions of each feature to the prediction. This information is particularly useful for educators and policymakers who want to implement targeted interventions. In summary, the research methods for predicting student performance using a classification approach follow a systematic process of collecting data, preprocessing, engineering features, selecting models, training, evaluating, and interpreting results. Formulas like loss functions and evaluation metrics play a critical role in guiding the development of the model and assessing its effectiveness. By utilizing these methods, educational researchers and institutions can leverage the power of machine learning to make informed decisions and provide support for students in their academic journey.

4. Results and Analysis

The data obtained for this study was subjected to a thorough analytical procedure that involved meticulous statistical analysis. Each stage in the process was specifically designed to ensure the precision and dependability of the findings. To begin with, the data was cleansed and preprocessed, wherein missing values were addressed, and categorical variables were transformed into a suitable format for machine learning algorithms. Additionally, feature scaling was employed to ascertain that each variable contributes equitably to the model's effectiveness. Subsequently, the processed data was divided into training and testing sets by means of random sampling, guaranteeing that each data point had an equal likelihood of being included in either the training or testing set. Upon completion of the data preparation stage, numerous machine learning models were employed to analyze the information. These encompassed Logistic Regression, Decision Trees, Random Forest, Support Vector Machines, K-Nearest Neighbors, and Naive Bayes. Each model was trained using the training data and evaluated using the testing data. The effectiveness of each model was assessed using various metrics, encompassing accuracy, precision, recall, and F1 score.

4.1. Accuracy

The degree of accuracy in predicting the academic performance of students in Portuguese and Mathematics is contingent upon a multitude of factors. These factors encompass the quantity and caliber of the data, the specific learning method employed for training hyperparameters, and the criteria utilized for assessing performance. In a broader sense, attaining a high level of precision in predicting student performance in Portuguese and Mathematics can be particularly difficult owing to the diverse and varied nature of the data.

\[
\text{Accuracy} = \frac{(TP+TN)}{(TP+TN+FP+FN)}
\]
Figure 2. Accuracy of the Prediction Model

Figure 2 exhibits the precision of the suggested techniques. It has been demonstrated that in comparison to the currently employed method, the prognostications regarding student file management delivered by the recommended approach produce more exact findings. The accuracy level is commonly depicted as a portion of the whole, expressed in a percentage. In terms of forecasting academic performance, the suggested approach, implemented as the random forest method, attains an accuracy of 94.55%.

4.2. Precision

Precision plays a vital role in assessing the predictive ability of students' academic performance in Portuguese and Mathematics. It specifically quantifies the ratio of correctly identified positive predictions in relation to all predicted positives. In the realm of forecasting students' academic performance in these subjects, precision proves consequential when discerning genuine cases of a specific medical condition or accurately predicting certain physiological measurements.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

(2)
In Figure 3, the precision of the suggested and current methodologies is depicted. The suggested procedure has demonstrated to yield more precise results than the current approach in terms of forecasting student file management. Precision levels are commonly expressed as a percentage of the total. Specifically, for the random forest model, the suggested technique for evaluating students’ academic performance exhibits a higher precision rate of 94.2%.

4.3. Recall

The metric of recall holds significant value when evaluating a student’s academic progress. It quantifies the ratio of correctly identified positives from all actual positives. This measure proves crucial in detecting all pertinent instances of a specific medical condition or physiological parameter.

\[
\text{Recall} = \frac{FN}{FN+TP}
\]

Figure 4. Recall of the Prediction Model

The illustration in Figure 4 displays the overview of the proposed and current approaches. Research has indicated that when compared to the presently employed method, the suggested strategy for student file management offers more accurate insights. The level of recall is often expressed as a percentage of the overall data. In the random forest method, the recommended approach for evaluating students’ academic progress achieves a higher recall rate of 93.34%.

5. Conclusions

The study found that the Random Forest algorithm was the most effective model for predicting student performance. It outperformed other algorithms in terms of accuracy, precision, and recall. The ensemble nature of the Random Forest model allowed it to capture complex relationships within the data, making it well-suited for student performance prediction. The study advocates for the adoption of the Random Forest model in educational institutions to gain accurate insights into student outcomes. This research contributes to leveraging machine learning in education for proactive interventions and personalized support for students.
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