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Today, determining the rent for a property is crucial given that the cost of 

housing increases annually. Our future generation requires a straightforward 

method to forecast future property rent. Various factors influence the price of 

a house, including its physical condition, location, and size. This study utilizes 

web scraping techniques to collect data from pertinent websites for analytical 

and predictive purposes. Employing an ensemble strategy, the research 

predicts housing rents in Bangalore. Seven ensemble models of machine 

learning algorithms, such as Random Forest, XGBoost, Support Vector 

Regression (SVR), and Decision Trees, are integrated into the analysis. The 

objective was to determine the optimal model by evaluating their performance 

scores obtained from a comparative analysis. 
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1. INTRODUCTION  

This research paper emphasizes on the dynamic real estate market of Bangalore, a city that has 

swiftly emerged as Asia's fastest-growing metropolis. Bangalore's remarkable growth trajectory has surpassed 

not only the economic growth rate of its own nation but has also solidified its reputation as the Silicon Valley 

of India, largely propelled by its booming IT sector [4]. This exponential expansion has been further fueled 

by robust social infrastructure, esteemed educational institutions, and rapid advancements in physical 

infrastructure, presenting a myriad of challenges and opportunities for both tenants and landlords. 

Despite the escalating demand for rental properties, the existing body of literature has largely 

overlooked the development of predictive models for house rent prices, despite the acknowledged urgency in 

addressing this issue. Machine learning has become a highly effective prediction tool, especially with the rise 

of Big Data, enabling more accurate forecasts of property prices based solely on property characteristics, 

rather than relying on past data. While some studies have showcased the effectiveness of machine learning, 

the majority have focused solely on individual algorithmic models, neglecting the potential benefits of 

combining multiple algorithms into ensembles. 

In this study, we embark on a comprehensive exploration of machine learning techniques, with a 

particular emphasis on ensemble learning, to craft an accurate predictive model for house rent prices in 

Bangalore. Our evaluation and comparison of various algorithms and methodologies seek to identify the most 

effective=approach for meeting the urgent need for precise rent price prediction in Bangalore's thriving real 

estate market. By leveraging features such as area name, square footage, number of bedrooms, and area type, 

Our research endeavors to offer invaluable insights and tools not only to stakeholders in the real estate sector 

but also to newcomers to Bangalore. By doing so, we aim to facilitate informed decision-making in this 

dynamic environment, empowering individuals to navigate the complexities of the property market with 

confidence [8]. 

 

https://creativecommons.org/licenses/by-sa/4.0/
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2. LITERATURE REVIEW  

The projection of house rent prices in Bangalore has become increasingly vital in the backdrop of 

its rapid urbanization and burgeoning real estate market[9]. Machine learning, particularly ensemble 

techniques, has emerged as a promising approach for predicting house rent prices, leveraging the strengths of 

multiple algorithms to enhance predictive accuracy.This literature survey aims to explore existing research 

endeavors focused on predicting house rent prices in Bangalore using ensemble methods. By reviewing 

previous studies and methodologies, this survey seeks to identify trends, challenges, and advancements in the 

field, paving the way for further research and development in this critical domain of real estate analytics[10]. 

     Vivek Singh Rana et.al [11]  have explored various regression techniques for predicting house 

prices. this study have highlighted the importance of factors such as physical condition, location, amenities, 

and interest rates in determining house prices. Different algorithms, including Support Vector Regression, 

XGBoost, Decision Tree Regression, and Random Forest, have been compared to identify the most effective 

method for accurately predicting the values of houses. 

      Sanit Kumar et.al [12]  provides an overview of existing research on web scraping tools and 

techniques, emphasizing the importance of extracting valuable data efficiently from the internet. It discusses 

the challenges of dealing with unstructured web data and highlights the significance of using tools like 

BeautifulSoup, requests, Selenium, and Pandas for effective web scraping. The review also mentions the role 

of PyCharm IDE in creating Python programs for web scraping and the use of Entity-Relationship Diagrams 

to represent data structures. 

     J.Avanijaa et.al [13] shows the prediction of house prices using the XGBoost regression 

algorithm. It discusses the importance of factors such as location, neighborhood, and amenities in predicting 

house prices accurately. The study emphasizes the significance of data preprocessing in developing the 

prediction model. Additionally, the paper highlights the use of ensemble learning with base learners to 

achieve a single prediction. 

 

 

3. METHODOLGY 

Explaining research in chronological order, including research design, research technique (as 

algorithms, pseudocode, or otherwise), how to test, and data gathering [4][5]. The summary of the research 

course should be accompanied by references, so that the explanation can be accepted scientifically [6]. 

Figures 1 shown Overview of Prediction Modeling. 

 

The research follows a systematic approach consisting of five key steps, as illustrated in Figure 1.[3].  

 
Figure 1.  Experiment Architecture 

 

a. Dataset Creation 

This dataset was acquired to anticipate house prices in Bangalore by employing a technique known as web 

scraping. This involves automatically retrieving information from websites. To facilitate this process, we 

utilized a Python library called BeautifulSoup[15]. 

BeautifulSoup is a Python tool that assists in parsing HTML and XML documents. it parses the HTML 

structure of a webpage and enables us to search for particular HTML tags, attributes, or text strings within it. 

Once identified, we can extract the desired data from these elements. 

In this research, we utilized BeautifulSoup to navigate through the pages of NoBroker.com, a property listing 

website. We targeted HTML elements containing information such as BHK, area size, latitude, longitude, 

total size in square feet, deposit amount (in Rs), rental amount (in Rs), furnishing status, property age, 

availability status, and information regarding immediate possession[12].  By automating the process with 

BeautifulSoup, we were able to efficiently gather a substantial amount of property data from NoBroker.com. 

This dataset serves as the basis for our investigation into predicting house prices in Bangalore. This dataset 
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comprises of 11,524 records and incorporating 10 features initially[2]. Refer to Table 2 for the dataset's 

features and their respective descriptions.[6] 

 

TABLE 1   Features and their datatype 

 

Features Description Data Type 

BHK Number of bedrooms Numerical 

Area_name Area of the house Non-

numerical 

Area_size Size of the property 

area 

Numerical 

Area_type Type of area (e.g., 

Urban, Rural) 

Non-

numerical 

Latitude Geographic latitude 

coordinates. 

Numerical 

Longitude Geographic longitude 

coordinates. 

Numerical 

Rent Rental price of the 

property 

Numerical 

Furnishing  Furnishing status of the 

property. 

Non-

numerical 

Property age Age of the property Numerical 

Availability 

status 

Status of property 

availability. 

Non-

numerical 

 

b.  Preprocessing  

Initially, non-numerical features such as Area_name, Area_type, and ventilation underwent transformation 

into numerical features utilizing techniques like One Hot Encoding and Label Encoding available in the scikit-

learn library. Moreover, less correlated features such as latitude, longitude, and availability were removed 

from the dataset, resulting in a reduction from 11 features to 9 features, as depicted in Table 3. 

Addressing missing values represented another critical step in the preprocessing phase. Empty cells within 

the dataset were replaced with the mean of the respective column, employing the SimpleImputer function 

from the scikit-learn library. This strategic approach ensured the dataset's completeness and suitability for 

further analysis [16]. 

Additionally, other preprocessing techniques were employed to enhance the quality of the dataset was 

acquired to enhance the performance of subsequent modeling steps. These techniques may include data 

normalization or scaling to ensure all features are on a comparable scale, outlier detection and removal to 

mitigate the impact of extreme values, feature engineering to create new informative features, and 

dimensionality reduction techniques such as principal component analysis (PCA) to reduce the complexity 

of the dataset while retaining important information. Each of these preprocessing techniques plays a crucial 

role in preparing the dataset for accurate and reliable predictive modeling. 

 

TABLE 2. Features after pre – processing 

Features 

1. BHK 

2. Area_name 

3. Area_size 

4. Area_type 

5. Deposit 

6. Rent 

7. Furnishing  

8. Property age 
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c. Exploratory Data Analysis 

Before deploying any model, it's crucial to validate the accuracy and appropriateness of the dataset for 

analysis. To accomplish this, we conducted a thorough Exploratory Data Analysis (EDA), delving into the 

dataset's features, attributes, and their relationships. 

        Indicating the presence and strength of correlation between these variables. The correlation coefficient, 

a numerical indicator ranging from +1 to -1, elucidates the extent of association between two variables: a 

positive coefficient denotes a positive relationship, a negative coefficient signifies a negative relationship, 

and a coefficient of 0 indicates independence between variables. Moreover, we constructed a relationship 

matrix, as shown in Figure 3.5, to delve deeper into the interrelationships among six variables, thereby 

providing a comprehensive understanding of their associations[18], Figure 3.5 

 
Figure 2 Correlation Matrix 

 

 

d.  Ensemble Approach 

After completing the dataset analysis, we refined and adjusted it based on our insights. Our dataset involves 

6 pairs of four algorithms: XG Boost, SVR, Decision Tree Regression, and Random Forest[19]. We plan to 

utilize an ensemble approach across these pairs. 

      Ensemble learning, a methodology in machine learning, involves combining predictions from several 

individual models to improve overall performance. A prevalent technique within ensemble learning is 

averaging, where predictions from each model are averaged to generate the ultimate prediction. Each model 

within the ensemble operates autonomously to make predictions, which are subsequently averaged to derive 

the final ensemble prediction. This approach serves to mitigate the influence of individual model biases and 

errors, thereby enhancing predictive accuracy.[20]. 

In our study, we will implement ensemble approach across the 6 pairs of algorithms. This strategy aims to 
harness the strengths of different algorithms and mitigate their weaknesses and reliability of our predictions. 

Ensemble approach across the following 6 pairs of algorithms: 

 

 

i. XG Boost and Decision Tree Regression. 

ii. Decision Tree Regression and Random Forest. 

iii. Random Forest and XG Boost. 

iv. SVR and XG Boost. 

v. SVR and Decision Tree Regression. 

vi. SVR and Random Forest. 
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i. XG Boost And Decision Tree Regression. 

 

An ensemble technique known as "averaging" is utilized to merge predictions from two distinct models: 

XGBoost and Decision Tree Regression[21]. Through this approach, the individual predictions are combined 

by averaging them, thereby enhancing the overall prediction's reliability. This technique helps counteract 

potential biases and errors inherent in each individual model, leading to a more robust and accurate prediction. 

(1) 

 
Figure 3 

                                                                                                      

• Each data point in the plot corresponds to one observation from the test set. 

• The x-axis represents the actual Rent values. 

• The y-axis represents the predicted Rent values. 

• Predictions made by the XGBoost model are denoted by blue points. 

• Predictions made by the Decision Tree model are denoted by green points. 

• Predictions made by the ensemble model are denoted by red points. 

• A gray dashed line signifies the perfect prediction line, where actual and predicted values are 

identical. 

 

ii. Decision Tree Regression and Random Forest 

A technique known as Stacking Ensemble is utilized in this predictive model. Stacking involves the 

combination of predictions from multiple base models through a two-stage process. Firstly, diverse base 

models are trained on the dataset. Then, a meta-model is trained using the predictions made by these base 

models as input features. The meta-model learns to make the final prediction based on the combined outputs 

of the base models. 

(2) 
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Figure 4 

                                                                                                                                                    

• Each data point on the graph corresponds to an observation from the test dataset. 

• The x-axis represents actual rent values, while the y-axis displays predicted rent values. 

• Blue points indicate predictions made by the RandomForest model. 

• Green points depict predictions from the DecisionTree model[21]. 

• Purple points represent predictions generated by the ensemble model (averaging RandomForest and 

DecisionTree predictions)[22]. 

 

iii. Random Forest and XG Boost 

This model is independently trained on various subsets of the training data. For instance, employing 

BaggingRegressor with RandomForestRegressor as the base estimator involves training multiple 

RandomForestRegressor models, each on a distinct subset of the training data. Similarly, utilizing another 

BaggingRegressor with XGBRegressor as the base estimator entails training multiple XGBoost models on 

diverse data subsets.[23]. 

After training, predictions from these individual models are combined. For instance, predictions from 

Bagging RandomForestRegressor and Bagging XGBRegressor are averaged to create combined predictions 

,Refer figure 3.8. This ensemble approach aims to leverage the diverse perspectives of multiple models to 

produce more accurate and robust predictions compared to any single model alone. 

Mathematically, 

(3) 

 

 
Figure 5 
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iv. SVR and XG Boost 

This model demonstrates ensemble learning through a technique called stacking. Two different types of 

models are trained: XGBoost and SVR. XGBoost is a gradient boosting algorithm, while SVR is a kernelized 

Support Vector Regressor. 

In stacking, the predictions of these base models (XGBoost and SVR) are combined using another model 

called the final estimator. Here, an XGBoost model is chosen as the final estimator. 

The stacking model is trained on the scaled training data. It learns to combine the predictions from the base 

models to produce an ensemble prediction (fig 3.9) 

Mathematically, 

 

(4) 

 
Figure 6 

 

v. SVR and Decision Tree Regression 

In this model,Ensemble is achieved by averaging predictions from SVR and Decision Tree models. This 

ensemble technique aims to leverage diverse modeling approaches to potentially improve prediction 

accuracy. 

However, this ensemble model might not be good for prediction due to the following reasons: 

• Both SVR and Decision Tree models may capture different aspects of the data. When combined, 

their predictions might not necessarily complement each other. 

• Averaging predictions assumes that both models are equally reliable, which might not always be the 

case. If one model significantly outperforms the other, averaging could dilute the strengths of the 

better-performing model. 

• Ensemble techniques like averaging are effective when individual models have diverse behaviors or 

when some models tend to overfit while others underfit. In this case, the models might have similar 

behavior or limitations, leading to limited improvement through ensemble averaging.(fig 3.10) 
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Figure 7 

 

vi.  SVR and Random Forest 

 

This model implements ensemble learning techniques, specifically AdaBoost, Bagging, and Stacking, for 

regression tasks using scikit-learn in Python. 

• AdaBoost (Boosting): AdaBoostRegressor is employed with RandomForestRegressor as the base 

estimator. AdaBoost iteratively corrects the mistakes of the weak models by adjusting the weights 

of training instances. It combines the predictions of multiple weak learners to build a strong 

model[13]. 

• Bagging: BaggingRegressor is used with Support Vector Regressor (SVR) as the base estimator. 

Bagging (Bootstrap Aggregating) builds multiple models (often of the same type) from different 

subsamples of the training dataset. It reduces variance and helps to avoid overfitting. 

• Stacking: StackingRegressor is utilized, which combines multiple regression models (SVR and 

RandomForestRegressor) using another regressor (RidgeCV in this case) as the final estimator. 

Stacking combines the predictions of base estimators, often referred to as level-0 models, to build a 

final model (level-1 model). 

 

 

 
Figure 8 

 

vii. RandomForestRegressor, GradientBoostingRegressor and DecisionTreeRegressor 

In the analysis, various combinations of machine learning algorithms including XGBoost (XGB), Support 

Vector Regressor (SVR), Decision Tree, and Random Forest were experimented with. Among these, the 

combination of XGB and Decision Tree yielded the highest accuracy of 75.9%. 

To further enhance the predictive performance, an ensemble stacking technique was employed. The process 

involved combining the best-performing algorithms identified earlier, namely RandomForestRegressor, 

GradientBoostingRegressor, VotingRegressor, BaggingRegressor, and DecisionTreeRegressor, in a stacking 

ensemble[24]. 
In this approach, the algorithms that demonstrated the highest accuracy, XGB and Decision Tree, were chosen 

for inclusion in the stacking ensemble. Subsequently, StackingRegressor from scikit-learn was utilized as the 
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ensemble technique. This method enables the combination of multiple regression models by employing a 

meta-regressor to predict the target variable. 

Each base model (RandomForestRegressor, GradientBoostingRegressor, VotingRegressor, 

BaggingRegressor, DecisionTreeRegressor) was independently trained on the training dataset. The 

predictions made by these base models on the training dataset were then aggregated to serve as features (meta-

features) for training the meta-regressor[25] figure 3.12 

It was discovered that the stacking ensemble achieved an increased accuracy of 80.4%, surpassing the 

previous best accuracy of 75.9%. This approach leveraged the strengths of multiple well-performing 

algorithms to further enhance the accuracy of house rent price prediction by capturing a broader range of 

patterns in the data[14]. 

 
Figure 9 

 

 

4. RESULT AND DISCUSSIONS 

The experimental assessment focused on evaluating the efficacy of diverse ensemble models by employing 

RMSE and accuracy percentage as performance metrics.  

In previous research, an in-depth analysis was conducted on individual algorithms including XG Boost, 

Decision Tree Regression, Random Forest, and Support Vector Regressor (SVR) to discern the most effective 

approach. Refer Table 4 [3].  

However, in this study, an innovative strategy was adopted to further enhance prediction accuracy. 

Specifically, an ensemble approach was employed which amalgamated these individual models to leverage 

their complementary strengths and mitigate weaknesses (Refer Table 5). This novel approach sought to 

capitalize on the diverse perspectives and modeling techniques offered by each algorithm, ultimately aiming 

to outperform the performance of any single model alone. 

     

TABLE 3 Individual Experimental Analysis 
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TABLE 4   Ensemble Experimental Analysis 

Ensemble models RMSE Accuracy in 

Percentage 

XG Boost and Decision Tree 

Regression 

 

5025.52 75.8% 

Random Forest and XG Boost 

 

4492.94 75.5% 

SVR and XG Boost 

 

4708.94 74.4% 

Decision Tree Regression and 

Random Forest 

4350.94 75.1% 

SVR and Decision Tree 

Regression 

5632.57 69.3% 

SVR and Random Forest 

 

4626.22 74.6% 

RandomForestRegressor, 

GradientBoostingRegressor 

and DecisionTreeRegressor 

 

3398.38 80.3% 

 

The results suggest that certain ensemble combinations, such as RandomForestRegressor, 

GradientBoostingRegressor, and DecisionTreeRegressor, outperformed others in terms of both RMSE and 

accuracy. However, the performance varied depending on the specific combination of models used. These 

findings underscore the importance of carefully selecting ensemble models to achieve optimal performance 

in regression tasks. 

 

5. CONCLUSION       

In conclusion, our study underscores the significance of ensemble techniques in predicting residential 

property rents accurately. Through a meticulous exploration of diverse machine learning algorithms and 

ensemble methodologies, we have contributed to advancing predictive model in the realm of real estate. 

Notably, the ensemble approach, particularly leveraging combinations of RandomForestRegressor, 

GradientBoostingRegressor, and DecisionTreeRegressor, showcased superior performance, achieving an 

accuracy of 80.3%. Our findings highlight the necessity of tailored algorithmic combinations to address the 

complexities of the property market effectively. Moving forward, further research could delve into refining 

ensemble techniques and incorporating additional data sources to enhance predictive accuracy and robustness 

in forecasting residential property rents.         
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